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Introduction to AI
Overview of Deep Learning Software

intel® Xeon® scalable processors
First and second generation: Skylake / Cascade Lake

Intel® deep learning boost
Intel® AVX-512 Vector Neural Network Instructions (VNNI) 

Navigating the AI Performance Package
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Introduction to AI
Overview of Deep Learning Software

• What are AI, Machine Learning, and Deep 
Learning?

• Deep Learning Software breakdown

• Popular AI Neural Networks and their uses

• Intel’s AI software tools

Navigating the AI Performance Package
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No one size fits all approach to AI

What is AI?
Regression

Classification

Clustering

Decision Trees

Data Generation

Image Processing

Speech Processing

Natural Language Processing

Recommender Systems

Adversarial Networks

Reinforcement Learning

Artificial
I ntelligence

is the ability of machines to learn 
from experience, without explicit 

programming, in order to 
perform cognitive functions 

associated with the human mind
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Unsupervised learning example
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Machine learning (Clustering)
An ‘Unsupervised Learning’ Example
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Choose the right AI approach for your challenge
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Supervised learning example
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data
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Error

Human Bicycle

Strawberry

Deep learning (image recognition)
A ‘Supervised Learning’ Example

Choose the right AI approach for your challenge
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Framework

Open-source software 
environments that facilitate deep 
learning model development & 

deployment through built-in 
components and the ability to 

customize code

Topology

Wide variety of algorithms 
modeled loosely after the human 
brain that use neural networks to 

recognize complex patterns in 
data that are otherwise difficult to 

reverse engineer

Library

Hardware-optimized 
mathematical and other 

primitive functions that are 
commonly used in machine & 

deep learning algorithms, 
topologies & frameworks

Intel® 
Distribution 
for Python

Pandas

NumPy

Scikit-Learn
Spark MlLib

Mahout

MKL-DNN
DAAL

Deep learning glossary

Translating common deep learning terminology
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Deep learning usages & Key topologies
Image Recognition

Object Detection

Image Segmentation

Language Translation

Text to Speech

Recommendation System

Resnet-50
Inception V3

MobileNet
SqueezeNet

R-FCN
Faster-RCNN 

Yolo V2
SSD-VGG16, SSD-MobileNet

Mask R-CNN

GNMT

Wavenet

Wide & Deep, NCF

There are many deep learning usages and topologies for each
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Deep learning in practice

Time-to-solution is more significant than time-to-train
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Speed up development

TOOLKITS
App
developers

libraries
Data 
scientists

Kernels
Library 
developers

Open source platform for building E2E Analytics & 
AI applications on Apache Spark* with distributed 

TensorFlow*, Keras*, BigDL

Deep learning inference deployment 
on CPU/GPU/FPGA/VPU for Caffe*, 

TensorFlow*, MXNet*, ONNX*, Kaldi*

Open source, scalable, and 
extensible distributed deep learning 
platform built on Kubernetes (BETA)

Intel-optimized Frameworks
And more framework 

optimizations underway 
including PaddlePaddle*, 
Chainer*, CNTK* & others

Python R Distributed
• Scikit-

learn
• Pandas
• NumPy

• Cart
• Random

Forest
• e1071

• MlLib (on Spark)
• Mahout

Intel® 
Distribution 
for Python*

Intel® Data Analytics 
Acceleration Library 

(Intel® DAAL) 
Intel distribution 

optimized for 
machine learning

High performance machine 
learning & data analytics 

library

Open source compiler for deep learning 
model computations optimized for multiple 

devices (CPU, GPU, NNP) from multiple 
frameworks (TF, MXNet, ONNX)

Intel® Math Kernel Library
for Deep Neural Networks 

(Intel® MKL-DNN)
Open source DNN functions for 

CPU / integrated graphics

Machine learning Deep learning

*

*

*

*

*

using open AI software

Visit:
www.intel.ai/technology

https://www.intel.ai/framework-optimizations/
http://www.scikit-learn.org/
http://pandas.pydata.org/
http://www.numpy.org/
https://cran.r-project.org/web/views/MachineLearning.html
https://cran.r-project.org/web/packages/randomForest/
https://cran.r-project.org/package=e1071
https://spark.apache.org/mllib/
https://mahout.apache.org/
http://www.intel.ai/technology
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The Evolution of Microprocessor Parallelism
More cores   → More Threads   → Wider vectors

Intel®

Xeon®

Processor
64-bit

Intel® Xeon®

Processor 
5100 series

Intel® Xeon®

Processor 
5500 series

Intel® Xeon®

Processor 
5600 series

Intel® Xeon®

Processor
E5-2600 v2 

series

Intel® Xeon®

Processor
E5-2600 v3 

series
v4 series

Intel® Xeon®

Scalable 
Processor1 

Up to Core(s) 1 2 4 6 12 18-22 28

Up to Threads 2 2 8 12 24 36-44 56

SIMD Width 128 128 128 128 256 256 512

Vector ISA
Intel® 
SSE3

Intel® SSE3
Intel® 

SSE4- 4.1
Intel® SSE

4.2
Intel® AVX

Intel® 
AVX2

Intel® 
AVX-512

1. Product specification for launched and shipped products available on ark.intel.com.    

A B C+ =

A B C+ =
A B C
A B C
A B C
A B C
A B C
A B C
A B C

Scalar

SIMD
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Intel® optimized software and libraries
Optimization techniques for getting performance
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Productivity with Performance via Intel® Python*

Intel® Distribution for Python*

⚫⚫⚫

Easy, out-of-the-box access to high performance Python
• Prebuilt accelerated solutions for data analytics, numerical computing, etc. 
• Drop in replacement for your existing Python. No code changes required.

Learn More: software.intel.com/distribution-for-python

mpi4py smp
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Installing Intel® Distribution for Python* 2019
Standalone 

Installer

Anaconda.org
Anaconda.org/intel channel

YUM/APT

Docker Hub

Download full installer from
https://software.intel.com/en-us/intel-distribution-for-python

> conda config --add channels intel

> conda install intelpython3_full

> conda install intelpython3_core

docker pull intelpython/intelpython3_full

Access for yum/apt: 
https://software.intel.com/en-us/articles/installing-intel-free-
libs-and-python

2.7 & 3.6
(3.7 coming soon)

PyPI

> pip install intel-numpy

> pip install intel-scipy

> pip install mkl_fft

> pip install mkl_random

+ Intel library Runtime packages
+ Intel development packages
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Faster Python* with Intel® Distribution for Python 2019
High Performance Python Distribution
▪ Accelerated NumPy, SciPy, scikit-learn well suited for 

scientific computing, machine learning & data analytics 

▪ Drop-in replacement for existing Python. No code changes 
required

▪ Highly optimized for latest Intel processors

▪ Take advantage of Priority Support – connect direct 
to Intel engineers for technical questions2

What’s New in 2019 version
▪ Faster Machine learning with Scikit-learn: Support Vector 

Machine (SVM) and K-means prediction, accelerated with 
Intel® Data Analytics Acceleration Library

▪ Integrated into Intel® Parallel Studio XE 2019 installer. 
Also available as easy command line standalone install.

▪ Includes XGBoost package (Linux* only)

2Paid versions only.

Software & workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark & MobileMark, are measured using specific computer systems, components, software, 
operations & functions. Any change to any of those factors may cause the results to vary. You should consult other information & performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product 
when combined with other products. For more information go to http://www.intel.com/performance. 

Optimization Notice: Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. 
These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the avai lability, functionality, or effectiveness of any 
optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain 
optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information 
regarding the specific instruction sets covered by this notice. 

Linear Algebra functions in Intel Distribution for Python are 
faster than equivalent stock Python functions

https://software.intel.com/en-us/support/intel-premier-support
../software.intel.com/computer-vision-sdk
http://www.intel.com/performance
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Building blocks for all data analytics stages, including data preparation, data mining & machine learning

Open Source, Apache* 2.0 License

Common Python*, Java*, C++ APIs across all Intel hardware

Optimizes data ingestion & algorithmic compute together for highest performance

Supports offline, streaming & distributed usage models for a range of application needs

Flexible interfaces to leading big data platforms including Spark* 

Split analytics workloads between edge devices & cloud to optimize overall application throughput

Pre-processing Transformation Analysis Modeling Decision MakingValidation

Intel® Data Analytics Acceleration Library (Intel® DAAL)

High Performance Machine Learning & Data Analytics Library
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Open Source, Apache* 2.0 License

Machine Learning Algorithms

Supervised 
learning

Regression

Linear
Regression

Classification

Naïve Bayes

SVM

Unsupervised 
learning

K-Means 
Clustering

EM for GMM

Collaborative 
filtering

Alternating
Least

Squares

Ridge 
Regression

Algorithms supporting batch processing

Random Forest

Decision Tree

Boosting
(Ada, Brown, 

Logit)

LASSO
DBSCAN

kNN
Apriori

Logistic 
Regression

NEW - DAAL 2020

NEW - DAAL 2020

ElasticNet
NEW - DAAL 2020U1

Algorithms supporting batch, online and/or distributed processing

GradientBoosting
NEW - DAAL 2020u1
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Data Transformation & Analysis Algorithms
Basic statistics 

for datasets

Low order 
moments

Variance-
Covariance 

matrix

Correlation and 
dependence

Cosine 
distance

Correlation 
distance

Matrix factorizations

SVD

QR

Cholesky

Dimensionality 
reduction 

PCA

Outlier detection

Association rule 
mining (Apriori)

Univariate

MultivariateQuantiles

Order 
statistics

Optimization solvers 
(SGD, AdaGrad, lBFGS)

Math functions
(exp, log,…)

Algorithms supporting batch, online and/or distributed processing

Algorithms supporting batch processing

tSVD
NEW - DAAL 2020
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Intel® DAAL - Performance
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Faster, Scalable Code with Intel® Math Kernel Library
Linear 

Algebra
BLAS

LAPACK

ScaLAPACK

Sparse BLAS

Iterative sparse 
solvers

PARDISO*

Cluster Sparse 
Solver

FFTs

Multidimensional

FFTW interfaces

Cluster FFT

Vector 
RNGs

Congruential

Wichmann-Hill

Mersenne Twister

Sobol

Neirderreiter

Non-deterministic

Summary 
Statistics

Kurtosis

Variation 
coefficient

Order statistics

Min/max

Variance-
covariance

Vector 
Math

Trigonometric

Hyperbolic 

Exponential

Log

Power

Root

And More

Splines

Interpolation

Trust Region

Fast Poisson 
Solver
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Intel® Math KerneL Library for deep neural Networks (intel® mkl-DNN)

Distribution Details

▪ Open Source  

▪ Apache* 2.0 License

▪ Common DNN APIs across all Intel hardware.

▪ Rapid release cycles, iterated with the DL community, to 
best support industry framework integration.

▪ Highly vectorized & threaded for maximal performance, 
based on the popular Intel® Math Kernel Library.

For developers of deep learning frameworks featuring optimized performance on Intel hardware 

github.com/01org/mkl-dnn

Direct 2D 
Convolution

Rectified linear unit 
neuron activation 

(ReLU)

Maximum 
pooling

Inner product
Local response 
normalization 

(LRN)
Examples:

Accelerate Performance of Deep Learning Models

https://www.github.com/01org/mkl-dnn
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SEE ALSO: Machine Learning Libraries for Python (Scikit-learn, Pandas, NumPy), R (Cart, randomForest, e1071), Distributed (MlLib on Spark, Mahout)
*Limited availability today
Other names and brands may be claimed as the property of others.

* * *

Popular DL Frameworks are now optimized for CPU!

See installation guides at  ai.intel.com/framework-optimizations/

More under optimization:

TM

*

*
*

*
FOR

Intel® AI optimized frameworks

24

https://www.intelnervana.com/framework-optimizations/
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Intel® distribution of Openvino™ toolkit

software.intel.com/openvino-toolkit

Supports 100+ public 
models, incl. 30+ 

pretrained models

D E E P  L E A R N I N G C O M P U T E R  V I S I O N

Model 
Optimizer

Inference 
Engine

Computer vision library
(kernel & graphic APIs)

Multiple products launched 
based on this  toolkit

Breadth of product 
portfolioRapid adoption by developers

Supports major AI frameworks Cross-platform flexibility High Performance, high Efficiency

Optimized media 
encode/decode functions

OpenCL™

Strong Adoption + Rapidly Expanding Capability

https://software.intel.com/en-us/openvino-toolkit


Copyright ©  2019, Intel Corporation. All rights reserved. 
*Other names and brands may be claimed as the property of others.

Optimization Notice
26

Caffe*

TensorFlow*

MxNet*
.dataIR

IR

IR =  Intermediate 
Representation format

Load, infer

CPU Plugin

GPU Plugin

FPGA Plugin

NCS Plugin

Model 
Optimizer

Convert & 
Optimize

Model Optimizer

▪ What it is: A Python*-based tool to import trained models 
and convert them to Intermediate representation. 

▪ Why important: Optimizes for performance/space with 
conservative topology transformations; biggest boost is 
from conversion to data types matching hardware. 

Inference Engine

▪ What it is: High-level inference API

▪ Why important: Interface is implemented as dynamically 
loaded plugins for each hardware type. Delivers best 
performance for each type without requiring users to 
implement and maintain multiple code pathways.

Trained 
Models

Inference 
Engine 

Common API  
(C++ / Python)

Optimized cross-
platform inference

GPU = Intel CPU with integrated graphics processing unit/Intel® Processor Graphics

Kaldi*

ONNX*
(Pytorch, Caffe2 & more) GNA Plugin

Extendibility 
C++

Extendibility 
OpenCL™

Extendibility 
OpenCL™

VAD Plugin

Intel® Deep learning deployment toolkit
For Deep Learning Inference – Part of Intel® Distribution of OpenVINO toolkit
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Introduction to AI
Overview of Deep Learning Software

intel® Xeon® scalable processors
First and second generation: Skylake / Cascade Lake

Navigating the AI Performance Package

• Deploy AI Everywhere on Intel® Architecture 

• Intel® AVX-512 (Advanced Vector Instructions) 
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All products, computer systems, dates, and figures are preliminary based on current expectations, and are subject to change without notice.

Deploy AI anywhereVisit:
www.intel.ai/technology

with unprecedented hardware choice

C
l
o
u
d

D
e
v
I
c
e

e
d
g
e

Intel
GPU

Automated 
Driving

Dedicated 
Media/Vision

Flexible
Acceleration

Dedicated 
DL Inference

Dedicated 
DL Training

Graphics, Media 
& Analytics

NNP-TNNP-I

If needed

http://www.intel.ai/technology
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SIMD processing
Single instruction multiple data (SIMD) allows to execute the same operation on 
multiple data elements using larger registers.

• Scalar mode

– one instruction produces one result

– E.g.  vaddss,  (vaddsd)

• Vector (SIMD)  mode

– one instruction can produce multiple results

– E.g.  vaddps,  (vaddpd)

for (i=0; i<n; i++) z[i] = x[i] + y[i];

▪ SSE (128 Bits reg.):                       
-> 4 floats

▪ AVX (256 Bits reg.):                               
-> 8 floats

▪ AVX512 (512 Bits reg.):                      
-> 16 floats
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MMX MMX MMX MMX MMX MMX MMX MMX

SSE SSE SSE SSE SSE SSE SSE SSE

SSE2 SSE2 SSE2 SSE2 SSE2 SSE2 SSE2 SSE2

SSE3 SSE3 SSE3 SSE3 SSE3 SSE3 SSE3

Prescott
2004

SSSE3 SSSE3 SSSE3 SSSE3 SSSE3 SSSE3

SSE4.1 SSE4.1 SSE4.1 SSE4.1 SSE4.1

SSE4.2 SSE4.2 SSE4.2 SSE4.2

AVX AVX AVX

MMX

SSE

SSE2

SSE3

SSSE3

SSE4.1

SSE4.2

AVX

Merom
2006

Willamette 
2000

Penryn
2007

AVX2 AVX2 AVX2

AVX-512 
F/CD

AVX-512 
F/CD

AVX-512 
ER/PR

AVX-512 
VL/BW/DQ

Nehalem
2007

Sandy Bridge
2011

Haswell
2013

Knights 
Landing

2015

Skylake
server
2015

128b
SIMD

256b
SIMD

512b
SIMD

MMX

SSE

SSE2

SSE3

SSSE3

SSE4.1

SSE4.2

AVX

AVX2

AVX-512 
F/CD

AVX-512 
VL/BW/DQ/VN

NI

Cascade
Lake server

2019

Intel® Xeon®/Xeon® Scalable Processors

Evolution of SIMD for Intel® Processors



Copyright ©  2019, Intel Corporation. All rights reserved. 
*Other names and brands may be claimed as the property of others.

Optimization Notice
33

AVX-512 Compress and expand

VCOMPRESSPD|PS|D|Q
Store sparse packed floating-point values 
into dense memory

VEXPANDPD|PS|D|Q
Load sparse packed floating-point values 
from dense memory

double/single-precision/doubleword/quadword

vcompresspd YMMWORD PTR [rsi+rax*8]{k1}, ymm1
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Compress Loop Pattern
auto-vectorization

https://godbolt.org/z/x7gNfb

int compress(double *a, double * __restrict b, int na) 

{

int nb = 0;

for (int ia=0; ia <na; ia++) 

{

if (a[ia] > 0.) 

b[nb++] = a[ia];

}

return nb;

}
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Compress Loop Pattern
auto-vectorization

https://godbolt.org/z/x7gNfb

int compress(double *a, double * 

__restrict b, int na) 

{

int nb = 0;

for (int ia=0; ia <na; ia++) 

{

if (a[ia] > 0.) 

b[nb++] = a[ia];

}

return nb;

}

Targeting Intel® AVX2 

-xcore-avx2 -qopt-report-file=stderr -qopt-report-phase=vec

LOOP BEGIN 

remark #15344: loop was not vectorized: vector dependence prevents vectorization.

remark #15346: vector dependence: assumed FLOW dependence between b[nb] (7:4) 
and a[ia] (7:4) 

LOOP END

Targeting Intel® AVX-512 

-xcore-avx512 -qopt-report-file=stderr -qopt-report-phase=vec

LOOP BEGIN 

remark #15300: LOOP WAS VECTORIZED 

LOOP END
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Compress Loop Pattern
auto-vectorization

https://godbolt.org/z/x7gNfb

int compress(double *a, double * __restrict b, int na) 

{

int nb = 0;

for (int ia=0; ia <na; ia++) 

{

if (a[ia] > 0.) 

b[nb++] = a[ia];

}

return nb;

}
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Compress Loop performance

Compiler Options Speedup (in C)
Speedup (in 
FORTRAN)

Simple Loops (–O2 –xCORE-AVX2) 1.0x 1.0x

(-O2 –xCORE-AVX512) 12.8x 12.2x

Performance tests are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary.
The results above were obtained on an Intel® Xeon® Platinum 8168 system, frequency 2.7 GHz, running Red Hat* Enterprise Linux* Server 7.2 and using the Intel® Fortran Compiler version 18.0 update 1.

Optimization Notice: Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3
instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product
are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information
regarding the specific instruction sets covered by this notice.
Notice Revision #20110804.
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Introduction to AI
Overview of Deep Learning Software

intel® Xeon® scalable processors
First and second generation: Skylake / Cascade Lake

Intel® deep learning boost
Intel® AVX-512 Vector Neural Network Instructions (VNNI) 

Navigating the AI Performance Package

• Boost Deep Learning Inference with VNNI
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Fast Evolution of AI Capability on Intel® Xeon® Platform

E5 V3 E5 V4 SP
(Scalable Processor)

E.g. Gold 8180
Gold 5117
Silver 4110

Haswell (HSX) Broadwell (BDX) Skylake (SKX) Cascade Lake (CLX)

2015 2016 2017 2019

PurleyGrantley

SP
(Scalable Processor)

E.g. Gold 8280
Gold 5218

Intel® AVX2
(256 bit)

Intel® AVX512
(512 bit)

FP32, INT8, …

Intel® AVX512 VNNI
(512 bit)

FP32, VNNI INT8, …

Intel®
Deep Learning 

Boost
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▪ Intel® Deep Learning Boost is a new set of AVX-512 
instructions designed to deliver significant, 

more efficient Deep Learning (Inference) acceleration on 
second generation Intel® Xeon® Scalable processor

(codename “Cascade Lake”)
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Deep Learning Foundations
• Matrix Multiplies are the foundation of many DL applications

• Multiply a row*column values, accumulate into a single value

• Traditional HPC and many AI training workloads use floating point

• Massive dynamic range of values (FP32 goes up to ~2^128)

• Why INT8 for Inference?

• More power efficient per operation due to smaller multiplies

• Reduces pressure on cache and memory subsystem

• Precision and dynamic range sufficient for many models

• What’s different about INT8?

• Much smaller dynamic range than FP32: 256 values
• Requires accumulation into INT32 to avoid overflow 

(FP handles this “for free” w/ large dynamic range)

A [int8]

B
[int8]

C[int32]

Matrix Multiply
A x B = C
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Fast Evolution of AI capability on Xeon Platform
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Precision for deep LEARNING
▪ Precision is a measure of the detail used for numerical values primarily measured in bits

BF16 bit 
training

8 bit 
inference

Better cache usage
Avoids bandwidth bottlenecks
Maximizes compute resources 

Lesser silicon area & power

FP32
TRAINING 

FP32
inference 

Need - FP32 Weights → INT 8 Weights FOR INFERENCE

Benefit - Reduce model size and energy consumption 

Challenge - Possible degradation in predictive performance

Solution - Quantization with minimal loss of information

Deployment - OpenVino toolkit or direct framework (tf)
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Instructions fusion
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Generational Performance Projections on Intel® Scalable Processor for Deep learning Inference for popular CNNs
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18/24/2018) Results have been estimated using internal Intel analysis or architecture simulation or modeling, and provided to you for informational purposes. Any differences in your system hardware, software or configuration may affect your 
actual performance. Certain optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the specific instruction sets 
covered by this notice. .Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors.  Performance tests, such as SYSmark and MobileMark, are measured using specific computer 
systems, components, software, operations and functions.  Any change to any of those factors may cause the results to vary.  You should consult other information and performance tests to assist you in fully evaluating your contemplated 
purchases, including the performance of that product when combined with other products. For more complete information visit: http://www.intel.com/performance

Optimization Notice: Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other
optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors.
Certain optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the specific instruction sets covered by this notice

SKYLAKE SKYLAKE
CASCAD
ELAKE

http://www.intel.com/performance
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So what? 
AVX512_VNNI is a new set of AVX-512 instructions to boost Deep 

Learning performance

▪ VNNI includes FMA instructions for:

– 8-bit multiplies with 32-bit accumulates (u8 x s8 ⇒ s32)

– 16-bit multiplies with 32-bit accumulates (s16 x s16 ⇒ s32)

▪ Theoretical peak compute gains are:

– 4x int8 OPS over fp32 OPS and ¼ memory requirements

– 2x int16 OPS over fp32 OPS and ½ memory requirements

▪ Ice Lake and future microarchitectures will have AVX512_VNNI
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Enabling Intel® DL Boost on Cascade Lake

Topologies

Workloads

Intel® MKL-DNN Libraries

Intel® Processors

Frameworks

Theoretical Improvements: FP32 vs. INT8 & DL Boost

up to 4x Boost in MAC/Cycle

Decreased Memory Bandwidth

Improved Cache Performance

up to 4x Improved Performance / Watt

up next: Microbenchmarking with Intel® MKL-DNN’s 
Results have been estimated or simulated using internal Intel analysis or architecture simulation or modeling, and provided to you for informational purposes. Any differences in your system hardware, software or configuration may affect your actual performance..  Performance tests, such as SYSmark and MobileMark, are 

measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that 

product when combined with other products. For more complete information visit www.intel.com/benchmarks.




