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NAVIGATING THE Al PERFORMANCE PACKAGE

INTEL” XEON" SCALABLE PROCESSORS

First and second generation: Skylake / Cascade Lake

INTEL" DEEP LEARNING BOOST

Intel® AVX-512 Vector Neural Network Instructions (VNNI)




NAVIGATING THE Al PERFORMANCE PACKAGE

What are Al, Machine Learning, and Deep
Learning?

Deep Learning Software breakdown

Popular Al Neural Networks and their uses

Intel's Al software tools
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Regression

Classification

Clustering

Decision Trees

Data Generation

Image Processing

Speech Processing

Natural Language Processing
Recommender Systems
Adversarial Networks

Reinforcement Learning

No one size fits all approach to Al
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WHAT IS AI?

ARTIFICIAL INTELLIGENCE

MACHINE LEARNING

Algorithms whose performance
improve as they are exposed to
more data over time

DEEP LEARNING

Subset of machine
learning in which
multi-layered neural
networks learn from
vast amounts of data

ARTIFICIAL
INTELLIGENCE

is the ability of machines to learn
from experience, without explicit

programming, in order to
perform cognitive functions

associated with the human mind

*Other names and brands may be claimed as the property of others.



UNSUPERVISED LEARNING EXAMPLE

€ Regression 4 N
— S MACHINE LEARNING (CLUSTERING)

= assteaton An ‘Unsupervised Learning’ Example

5 \ \

% Decision Trees

= Data Generation

Image Processing

Revenue
Revenue

Speech Processing

Natural Language Processing

Recommender Systems

- >
Adversarial Networks Purchasing Power Purchasing Power

DEEP LEARNING

Reinforcement Learning \ J

Choose the right Al approach for your challenge
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SUPERVISED LEARNING EXAMPLE

€2 Regression 4 ~N
=
= DEEP LEARNING (IMAGE RECOGNITION)
o= Classification ) . .
= A ‘Supervised Learning’ Example
— Clustering Human g cle
— .. o Forward
= Decision Trees E I (% iStrawberry” %
= Data Generation = v X Backwarﬁ “Bicycle”
: £= J—U}H ots of 2 Error
Image Processin tagged ()

8 8 Strawberry “data
o '
= Speech Processing
= Natural Language Processing o
o e
—l Recommender Systems =
a. . Lt (% ; “Bicycle™?
Lt Adversarial Networks = p—

Reinforcement Learning \ J

Choose the right Al approach for your challenge
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DEEP LEARNING GLOSSARY

—  LIBRARY

MKL-DNN
Spark MlLib

DAAL

Scikit-Learn

Intel® Mahout
Distribution

for Python

NumPy

Pandas

Hardware-optimized
mathematical and other
primitive functions that are
commonly used in machine &
deep learning algorithms,
topologies & frameworks

FRAMEWORK

G 2

Catte

Open-source software
environments that facilitate deep
learning model development &
deployment through built-in
components and the ability to
customize code

TUPULOGY —

’ TS WS LS VoW WP

f‘a W N

Trans orm
SSD- MoblleNe

@

Wlde variety of algorlthms
modeled loosely after the human
brain that use neural networks to

recognize complex patterns in
data that are otherwise difficult to
reverse engineer

Translating common deep learning terminology
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DEEP LEARNING USAGES & KEY TOPOLOGIES

i . EEciuads |
Image Recognition - PEETEN b OEE Language Translation
- shaspeee.t
| Resn‘et_S\c/)B, -~ BisssRocey GNMT
nception - EEESPNEEEE
MobileNet w BEcEdcERDe
SqueezeNet w0 I
Object Detection Text to Speech
R-FCN Wavenet
Faster-RCNN
Yolo V2
SSD-VGG16, SSD-MobileNet Understand Legalese
Image Segmentation Recommendation System EIHI[
Mask R-CNN Wide & Deep, NCF

o H
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DEEPLEARNING INPRACTICE

Experimentwith Tune hyper- inference

Load data topologies parameters  inputs

Label data Augment data

Innovation
Cycle ————————————————-------------~-

Labor-intensive Compute-intensive Labor-intensive
{Model Training)

Development

Time-to Cycle nferencing Inference within broader application
Solution co [ >
bata Data Decision Broader
Production Deploy m:g;:;zrﬁ Processing AI Process Application Refresh
Deployment

Data Store

Time-to-solution is more significant than time-to-train

Copyright © 2019, Intel Corporation. All rights reserved.
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oo, OPEED UP DEVELOPMENT

using open Al software

O TOOLKITS 700 ©OpenVIN® NNAUTA
App
0 developers
-
0 I_IBRARIES Python R Distributed . Intel-optimized Frameworks
Data 1I i” Caffe2 € ONNX

. . TensorFlow
d P scientists @xnet’ O PyTorch Bigm].

KERNEI_S Intel® Intel® Data Analytics  |ntel® Math Kernel Library \ 4
Distribution Acceleration Library ¢ nGraph

. for Deep Neural Networks
Library for Python* Intel® DAAL ®
. . developers (Intel® MKL-DNN)
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https://www.intel.ai/framework-optimizations/
http://www.scikit-learn.org/
http://pandas.pydata.org/
http://www.numpy.org/
https://cran.r-project.org/web/views/MachineLearning.html
https://cran.r-project.org/web/packages/randomForest/
https://cran.r-project.org/package=e1071
https://spark.apache.org/mllib/
https://mahout.apache.org/
http://www.intel.ai/technology

THE EVOLUTION OF MICROPROCESSOR PARALLELISM

More cores - More Threads - Wider vectors Scalar

EN KN K.

~ IntelXeon"

- Processor

| Scalable Family
s

Intel’ Intel’ Xeon® Intel’ Xeon’ Intel’ Xeon® Intel’ Xeon’ Intel’ Xeon’

Xeon® Processor Processor Processor Processor  Processor Intel’ Xeon’
Processor 5100 series 5500 series 5600 series E5-2600v2 E5-2600v3 Scalable +
64-bit series series Processor’
v4 series
Up to Core(s) 18-22 28
Up to Threads 36-44 56
SIMD Width 128 128 128 256 512
Intel® o Intel® Intel® SSE ® Intel® Intel®
Vector ISA SSE3 Intel® SSE3 SSEA- 4.1 4.2 Intel® AVX AVX2 AVX-512

1. Product specification for launched and shipped products available on ark.intel.com.
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INTEL” OPTIMIZED SOFTWARE AND LIBRARIES

Optimization techniques for getting performance

-

Scaling

Improve load
balancing

Reduce
synchronization
events, all-to-all
comms

~

/Utilize all the cnre)

« OpenMP, MP|

« Reduce
synchronization
events, serial code

* Improve load
balancing

GecturizejSIMD \
* Unit strided
access per SIMD

lane

* High vector
efficiency

« Data alignment

-

Optimization Notice
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Efficient \

memory/cache use
* Blocking

* Data reuse

* Prefetching

* Memory
allocation




PRODUCTIVITY WITH PERFORMANCE VIA INTEL" PYTHON*

Intel® Distribution for Python* -
@ e[ o) (S 50iPy || 7 [ P92 |[mpites ) -

Easy, out-of-the-box access to high performance Python
* Prebuilt accelerated solutions for data analytics, numerical computing, etc.
* Drop in replacement for your existing Python. No code changes required.

Learn More: software.intel.com/distribution-for-python
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INSTALLING INTEL" DISTRIBUTION FOR PYTHON™ 2019

Standalone Download full installer from
Installer https://software.intel.com/en-us/intel-distribution-for-python

P 2.7 & 3.6

(3.7 coming soon)

> conda config --add channels intel
> conda install intelpython3 full
> conda install intelpython3 core

Anaconda.org

Anaconda.org/intel channel

intel-numpy
PvPI intel-scipy + Intel library Runtime packages
y mkl fft + Intel development packages
mkl random

Docker Hub docker pull intelpython/intelpython3 full

Access for yum/apt:
YU M/APT https://software.intel.com/en-us/articles/installing-intel-free-
libs-and-python
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FASTER PYTHON™ WITH INTEL" DISTRIBUTION FOR PYTHON 2019

High Performance Python Distribution
Intel optimizations improve Python Linear Algebra efficiency closer to native code

speeds on Intel® Xeon™ processors = Accelerated NumPy, SciPy, scikit-learn well suited for
120% scientific computing, machine learning & data analytics

100% . - .
o » Drop-in replacement for existing Python. No code changes
0% required
40% . . .
. I I = Highly optimized for latest Intel processors
o oo s —— o = Take advantage of Priority Support — connect direct
scipy linalg det (in-place) numpy.ndarray.dot scipy.linalg.inv (in-place) scipy.linalg lu (in-place) to Intel engineers for technical questionsz

Problem Size

&

Performance efficiency measured
against native code with Intel® MKL

m Stock Python  m Intel® Distribution for Python* 2019

What's New in 2019 version

» Faster Machine learning with Scikit-learn: Support Vector
Machine (SVM) and K-means prediction, accelerated with
Intel® Data Analytics Acceleration Library

* Integrated into Intel® Parallel Studio XE 2019 installer.
Also available as easy command line standalone install.

* Includes XGBoost package (Linux* only)

Linear Algebra functions in Intel Distribution for Python are
faster than equivalent stock Python functions

Software & workloads used in performance tests may have been optimized for
operations & functions. Any change to any of those factors may cause the results to va
when combined with other products. For more information go'to http://www.intel.com

erformance only on Intel microprocessors. Performance tests, such as SYSmark & MobileMark, are measured using specific computer systems, comPonents, software,
r)/. Vfou should consult other information & performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product
erformance.
— 5 5 2paid versions onl Optimization Notice: Intel's comE\Iers may or maé not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors.
Optimization Notice Ve These optimizations include SSE2, SSE3, and SSSES instruction sets and other optimizations. Intel does not guarantee the availability, fun_ctlona\ﬂy, or effectiveness of any - h
optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Ce ‘ |nte| 17

= " . rtain
Copyright © 2019, Intel Corporation. All rights reserved. ogﬂmiz_ations not specific to Intel microarchitecture are reserved for Intel micropﬁ'ocessors. Please refer to the applicable product User and Reference Guides for more information
*Other names and brands may be claimed as the property of ot regarding the specific instruction sets covered by this notice.



https://software.intel.com/en-us/support/intel-premier-support
../software.intel.com/computer-vision-sdk
http://www.intel.com/performance

INTEL” DATA ANALYTICS ACCELERATION LIBRARY s

Building blocks for all data analytics stages, including data preparation, data mining & machine learning

Pre-processing Transformation Modeling . Validation Decision Making
? @ . * g
® < I . |
S@ @’ > llfl. B e

Common Python*, Java*, C++ APlIs across all Intel hardware
Optimizes data ingestion & algorithmic compute together for highest performance
Supports offline, streaming & distributed usage models for a range of application needs
Flexible interfaces to leading big data platforms including Spark*
Split analytics workloads between edge devices & cloud to optimize overall application throughput

High Performance Machine Learning & Data Analytics Library

Open Source, Apache* 2.0 License

Optimization Notice
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MACHINE LEARNING ALGORITHMS

NEW - DAAL 2020

| free? NEW - DAAL 2020 | [NEW - DAAL 2020U1 DBSCAN
. : LASSO =  ElasticNet
Regression
Regression Ridge Unsupervised K-Means
Regression learning Clustering
Decision Tree
Boosting EM for GMM
Supervised (Ada, Brown,
learning Random Forest Logit)
NEW - DAAL 2020u1 . Alternating
GradientBoosting Naive Bayes Least
e Collaborative Squares
Classification Logistic filtering
Regression
Apriori
kNN
D Algorithms supporting batch processing
. . . _ , SVM
Algorithms supporting batch, online and/or distributed processing

Open Source, Apache* 2.0 License

Optimization Notice
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DATA TRANSFORMATION & ANALYSIS ALGORITHMS

Basic statistics Correlation and . " Dimensionality : :
for datasets dependence Matrix factorizations reduction Outlier detection
_  Low order - Cosine - SvD L . | Univariate
moments distance
. C lati . .
Quantiles ggteaiclgn AS.SC.)CIat'I&)n _rul_e Multivariate
- — Cholesky mining (Apriori) -
Variance- NEW - DAAL 2020 _
Or_de_r Covariance _ tSVD Optimization solvers Math functions
|| statistics T matrix (SGD, AdaGrad, IBFGS) (exp, log,...)

D Algorithms supporting batch processing

Algorithms supporting batch, online and/or distributed processing

Optimization Notice
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INTEL" DAAL - PERFORMANCE

Intel® DAAL 2019 Log Scale Optimization of Intel® Data Analytics Acceleration Library 2019 (Intel®
Scikit-learn* DAAL) Speedup vs XGBoost*

% CLASSIFICATION REGRESSION

20

1000
343

240 237 20922
100 72
21 25
10
1 NJA

Correlation K-means Linear Binary SVM Multi-Class
Regression SVM

15

10 II II
0 ] -I

HIGGS MLSR Slice localization Year prediction

v

Speedup Factor (Intel DAAL /XGBoost*)

Log Speedup Factor (Optimized/Stock)

H Training W Prediction M Training M Prediction

Pecormuncs antsscm based o g o Ak 2018 el oy o el o i cy mvmko sy e, S cocfgumdon oo demi o prdt can b st ey sens

Software and workloads used in tests for only on Intel tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software,
operations and functions. Any change 1o any of those factors may cause the mm B e Yon ikt consm other information and performance tests 1o assist you in fully evaluating your contemplated purchases, including the performance of that proc
‘when combined with other products. For more complete information, see P

tems, compon
the pertorn

Testing by intel as of July 9, 2018, Configuration: ntet® Xeon* Platinum 8180 HO 205W, 2:28@2.50GHz, 1928, 12x16gb DDR4-2666, ntel® Data Analytics Acceleration Library (Intel* DAAL 2019), RHEL 7.2

Intel's compiters may or may not optimize zomesam degree for non-Intel microprocessors for optimizations that are ot unique to Intel microprocessors. These opt :rmmhomm(lud( SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Inte

not guarantee the avallabilty otany by intel this product are intended for use with Intel microprocessors. Certain optimization
spedifc to intel e resarve for il Please refer to the applicable product User and for garding the specific instruction sets covered by this notice, Notice revision 820110804
For mplete information about compiler . see our Notice
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FASTER, SCALABLE CODE WITH INTEL" MATH KERNEL LIBRARY

BLAS

Multidimensional
LAPACK
ScaLAPACK
Sparse BLAS FFTW interfaces

“
Hyperbolic

Interpolation

Trust Region

Iterative sparse
solvers
PARDISO*
Cluster FFT

Cluster Sparse
Solver

Fast Poisson
Solver

Variance-

covariance
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INTEL" MATH KERNEL LIBRARY FOR DEEP NEURAL NETWORKS s v

For developers of deep learning frameworks featuring optimized performance on Intel hardware

Distribution Details

Direct 2D Local response Rectified linear unit Maximum
Examples: . ) normalization neuron activation : Inner product
- Convolution oolin
| (LRN) (ReLU) pooting

Open Source
Apache* 2.0 License

Common DNN APIs across all Intel hardware. sithub.com/010org/mkl-dnn

Rapid release cycles, iterated with the DL community, to
best support industry framework integration.

Highly vectorized & threaded for maximal performance,
based on the popular Intel® Math Kernel Library.

Accelerate Performance of Deep Learning Models

Optimization Notice
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https://www.github.com/01org/mkl-dnn

INTEL" AT OPTIMIZED FRAMEWORKS

Popular DL Frameworks are now optimized for CPU!

CHOOSE YOUR FAVORITE FRAMTYTNOQORN

Cafte

See installation guides at ai.intel.com/framework-optimizations/

e o *

More under optimization: < Caffe? PYTORCH [EEEEEEEE

SEE ALSO: Machine Learning Libraries for Python (Scikit-learn, Pandas, NumPy), R (Cart, randomForest, e1071), Distributed (MILib on Spark, Mahout)
*Limited availability today
Other names and brands may be claimed as the property of others.
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https://www.intelnervana.com/framework-optimizations/

INTEL” DISTRIBUTION OF OPENVINO™ TOOLKIT openvine

DEEP LEARNING COMPUTER VISION

Caffe TensorFlow.  JNNX @xnet

SUPPORTS MAJOR Al FRAMEWORKS CROSS-PLATFORM FLEXIBILITY HIGH PERFORMANCE, HIGH EFFICIENCY



https://software.intel.com/en-us/openvino-toolkit

INTEL" DEEP LEARNING DEPLOYMENT TOOLKIT

For Deep Learning Inference — Part of Intel® Distribution of OpenVINO toolkit

Model Optimizer

= Whatitis: A Python*-based tool to import trained models
and convert them to Intermediate representation.

= Why important: Optimizes for performance/space with
conservative topology transformations; biggest boost is
from conversion to data types matching hardware.

Trained
Models

Model

Inference Engine
» Whatitis: High-level inference API

» Why important: Interface is implemented as dynamically
loaded plugins for each hardware type. Delivers best
performance for each type without requiring users to
implement and maintain multiple code pathways.

- Extendibility
C++
5 Extendibility
Inference OpenCL

Engine

Common API

Optimizer
Convert &
Optimize

IR = Intermediate
Representation format

GPU = Intel CPU with integrated graphics processing unit/Intel® Processor Graphics

Optimization Notice
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P —
IR
ﬁ Load, infer

Extendibility

(C++ / Python) OpenCL™

Optimized cross-
platform inference

*Other names and brands may be claimed as the property of others.



NAVIGATING THE Al PERFORMANCE PACKAGE

INTEL” XEON" SCALABLE PROCESSORS

First and second generation: Skylake / Cascade Lake

Deploy Al Everywhere on Intel® Architecture

Intel® AVX-512 (Advanced Vector Instructions)




www.intel.ai/technology DEPI-BY AI ANYWH ERE

with unprecedented hardware choice

A (nte) | (i@ N ‘ (intei)’
b coreiv | i #  XEON'
insice” | 9th Gen { SOLD, PLATINUM SILVES

inside”

= it Sy

S

(" AUTOMATED DEDICATED FLEXIBLE lmﬁEIDEDIBATED DEDICATED ~ GRAPHICS, MEDIA )
DRIVING MEDIAJVISION ACCELERATION DL INFERENCE DL TRAINING &ANALYTICS

\ -
" Mo e MovIDIUS | FPGA NERVANA NERVANA '

inside inside

s NP s NNP-T
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http://www.intel.ai/technology

SIMD PROCESSING

Single instruction multiple data (SIMD) allows to execute the same operation on
multiple data elements using larger registers.

e Scalar mode o Vector (SIMD) mode
— one instruction produces one result — oneinstruction can produce multiple results
- E.g. vaddss, (vaddsd) - E.g. vaddps, (vaddpd)
for (i=0; i<n; i++) z[i] = x[i] + vIi]; «~————GSE —mM8M8M8M—
«— AVX >
X ﬂ/ Al < 8 2 x1 [0 = SSE (128 Bits reg.):
+ + -> 4 floats

= AVX (256 Bits reg.):
v ] - S > 3 floats

= = = AVX512 (512 Bits reg.):

xd+yd [x3Hy3| x2+y2 x1+y1 [X0#y0 -> 16 floats

Optimization Notice
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EVOLUTION OF SIMD FOR INTEL" PROCESSORS <=

SIMD
- I -
: - :
1
! Zeidle ] AVX-512 I
AVX-512 AVX-512 -
: SIMD ER/PR viBwpg | VH/BWDAMN
! AVX-512 | AVX-512 | AVX-512
I F/CD F/CD F/CD
I ——
I
|

SSE2 SSE? SSE? SSE2 SSE? SSE2 SSE2 SSE?2 SSE2

I® = = = B B

SSE SSE SSE SSE SSE SSE SSE SSE SSE

Intel® Xeon®/Xeon® Scalable Processors

Willamette Prescott Merom Penryn Nehalem  Sandy Bridge  Haswell Knights Skylake Cascade
2000 2004 2006 2007 2007 2011 2013 Landing server Lake server
2015 2015 2019

Optimization Notice
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AVX-312 COMPRESS AND EXPAND

VCOMPRESSPD |PS|D|Q .Store sparse packed floating-point values
into dense memory

VEXPANDPD|PS|D|Q Load sparse packed floating-point values
from dense memory

double/single-precision/doubleword/quadword

vcompresspd YMMWORD PTR [rsitrax*8]{kl}, ymml




COMPRESS LOOP PATTERN
AUTO-VECTORIZATION

int compress (double *a, double * restrict b, int na)
{

int nb = 0;

for (int ia=0; ia <na; ia++)

return nb;

Optimization Notice
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COMPRESS LOOP PATTERN

AUTO-VECTORIZATION

https://godbolt.org/z/x7gNfb

int compress (double *a, double *
__restrict b, int na)

{

int nb = 0;
for (int ia=0;

{

return nb;

Optimization Notice
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ia

0.

<na; ila++)

)
alial]l;

Targeting Intel® AVX2

-xcore-avx2 -qopt-report-file=stderr -qopt-report-phase=vec
LOOP BEGIN
remark #15344: loop was not vectorized: vector dependence prevents vectorization.

remark #15346: vector dependence: assumed FLOW dependence between b[nb] (7:4)
and alia] (7:4)

LOOP END

Targeting Intel® AVX-512

-xcore-avx512 -qopt-report-file=stderr -qopt-report-phase=vec
LOOP BEGIN
remark #15300: LOOP WAS VECTORIZED

LOOP END




COMPRESS LOOP PATTERN

AUTO-VECTORIZATION
https://godbolt.org/z/x7gNfb
int compress (double *a, double * restrict b, int na)
{
int nb = 0; movsxd rax, eax
for (int i1a=0; i1ia <na; ia++) xor riid, riid
{ kmovw r8d, ki
if (afia] > 0.) popcnt riid, r8d
blnb++] = alial; vcompresspd YMMWORD PTR [rsi+rax*8]{k1}, ymm1i
add eax, riid
Key Take Aways
Compress/Expand loop pattern doesn’t vectorize on architectures like
} Intel® AVX2 and the previous ones and does with Intel® AVX512

Optimization Notice
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COMPRESS LOOP PERFORMANCE

Speedup (in
FORTRAN)
Simple Loops (02 -xCORE-AVX2) 1.0x 1.0x

Speedup (in C)

(-O2 —xCORE-AVX512) 12.8x 12.2x

Performance tests are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary.
The results above were obtained on an Intel® Xeon® Platinum 8168 system, frequency 2.7 GHz, running Red Hat* Enterprise Linux* Server 7.2 and using the Intel® Fortran Compiler version 18.0 update 1.

Optimization Notice: Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3
instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product
are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information
regarding the specific instruction sets covered by this notice.

Notice Revision #20110804.

Optimization Notice
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NAVIGATING THE Al PERFORMANCE PACKAGE

INTEL” XEON" SCALABLE PROCESSORS

First and second generation: Skylake / Cascade Lake

INTEL" DEEP LEARNING BOOST

Intel® AVX-512 Vector Neural Network Instructions (VNNI)

* Boost Deep Learning Inference with VNNI




FAST EVOLUTION OF AI CAPABILITY ON INTEL" XEON™ PLATFORM

Grantley Purley
1 1 1 1
Haswell (HSX) Broadwell (BDX) Skylake (SKX) Cascade Lake (CLX)
E5 V3 E5 V4 Sp P
(Scalable Processor) (Scalable Processor) Intel®
Deep Learning
E.g. Gold 8 80 E.g. Gold 8 80 Boost

Gold 5 17 Gold 5 18

Silver 4 10

-~
Intel® AVX2 Intel® AVX512 Intel® AVX512 VNNI
(256 bit) (512 bit) (512 bit)
FP32, INTS, .. FP32, VNNI INTS, ...

Optimization Notice
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is a new set of AVX-512
instructions designed to deliver significant,

more efficient Deep Learning (Inference) acceleration on
second generation
(codename “Cascade Lake”)

Optimization Notice
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DEEP LEARNING FOUNDATIONS

* Matrix Multiplies are the foundation of many DL applications

* Multiply a row*column values, accumulate into a single value

* Traditional HPC and many Al training workloads use floating point

* Massive dynamic range of values (FP32 goes up to ~27128)

- Why INT8 for Inference?
O

* More power efficient per operation due to smaller multiplies

* Reduces pressure on cache and memory subsystem
Matrix Multiply

* Precision and dynamic range sufficient for many models
AxB=C

»  What's different about INT8?

* Much smaller dynamic range than FP32: 256 values

* Requires accumulation into INT32 to avoid overflow
(FP handles this “for free” w/ large dynamic range)

Optimization Notice
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FAST EVOLUTION OF Al CAPABILITY ON XEON PLATFORM

Input Volume (+pad 1) (7x7x3) Filter WO (3x3x3) Filter W1 (3x3x3) Output Volume (3x3x2)
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PRECISION FOR DEEP LEARNING

» Precision is a measure of the detail used for numerical values primarily measured in bits

NEED- FP32 WEIGHTS —> INT 8 WEIGHTS FOR INFERENCE
FP3?2 - BF16 BIT
TRAINING [LGLILIER  BENEFIT - REDUCE MODEL SIZE AND ENERGY CONSUMPTION
Better cache usage

Avoids bandwidth bottlenecks CHALLENGE - POSSIBLE DEGRADATION IN PREDICTIVE PERFORMANCE

Maximizes compute resources
Lesser silicon area & power

M - 8BIT SOLUTION - QUANTIZATION WITH MINIMAL LOSS OF INFORMATION
INFERENCE DEPLOYMENT - OPENVINO TOOLKIT OR DIRECT FRAMEWORK (TF)




INSTRUCTIONS FUSION

VPMADDUBSW
Multiply and Add Packed Signed and Unsigned Bytes
SRC1
8-bit ‘ A ‘ A | A | A ‘ Aq,
SRC2
8-bit ‘ B, | B, | B, | By ‘ Bss
D heBo+ ABJaB. + 7B AeBox +AgsBaa| [
16_b|t 0 o 1 e 2 3 3 62 62 63 63 — N VPDPBUSD
VPMADDWD ‘ Multiply and Add Unsigned and Signed Bytes
effectively upconvert to 32-bit and horizontal add of neigh bor? o i’fﬁi: a A | A | A L A
SRCT [ agBo+ Ay'B,| 7B, + AE RosBa + AgsBes | < —
16_b|t 0 (1] 1 1 2 2 3 3 62 62 63 63 " \‘,_,.-" SRCZ B B B B B
8-hit 0 1 2 E Tttt 63
SRC2
o || R
\ ] \ o M
DEST
32-bit ..
VPADDD Ao*Bo * Ay"B, + A"B, + Ay"B3+ G As0"Beo * As1"Ber + Aga* Bz + Ag3*Bea + Cy5
Add Packed Double-Precision Floating-Point Values
SRC2 VPMADDUBSW + VPMADDWD + VPADDD
ez | : [ & | _
fused into
DSSt AO*B0+A1*B1 +A2*BZ+A3*BB e AEB*B50+AE1*BS1 +A52*BEZ+A53*B53
32-bit Ve, len VPDPBUSD (3x peak OPs)
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GENERATIONAL PERFORMANCE PROJECTIONS ON INTEL" SCALABLE PROCESSOR FOR DEEP LEARNING INFERENCE FOR POPULAR CNNS

Resnet-50 F -m I

% Inception v3 P m N
SSD-VGG16 -m

3 T

E’ Resnets0 o -m 8
g Inception v3 -m

SKYLAKE SKYLAKE

18/24/2018) Results have been estimated using internal Intel analysis or architecture simulation or modeling, and provided to you for informational purposes. Any differences in your system hardware, software or configuration may affect your
actual performance. Certain optimizations not Specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the specific instruction sets
covered by this notice. .Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer
systems, components, software, operations and functions. Any char(ljge.to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated
purchases, including the performance of that product when combined with other products. For more complete information visit: - http://www.intel.com/performance

Optimizatio QQ i [ may not&)\ftimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSES instruction, sets and other

optimizations, [t vailabilit ectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. /3
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http://www.intel.com/performance

50 WHAT?

AVX512_VNNI is a new set of AVX-512 instructions to boost Deep
Learning performance

= VNNI includes FMA instructions for:

— 8-bit multiplies with 32-bit accumulates (u8 x s8 = s32)

— 16-bit multiplies with 32-bit accumulates (s16 x s16 = s32)
» Theoretical peak compute gains are:

— 4x int8 OPS over fp32 OPS and 2 memory requirements

— 2xint16 OPS over fp32 OPS and 2 memory requirements
» |ce Lake and future microarchitectures will have AVX512 VNNI
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ENABLING INTEL" DL BOOST ON CASCADE LAKE

THEORETICAL IMPROVEMENTS: FP32 V5. INT8 & DL BOOST

— — Workloads
- UPTO4X BOOST INMAC/CYCLE - —
 UPTOAXIMPROVEDPERFORMAMCE/WATT | [ ¢ ()
 DICREASEDMEMORYBANDWIDTH ||  Cafe < Paddepadde
— I Frameworks |
 IMPROVEDCACHE PERFORMANCE VLD Lo

UP NEXT: MICROBENCHMARKING WITH INTEL" MKL-DNN'S Intel® Processors

Results have been estimated or simulated using internal Intel analysis or architecture simulation or modeling, and provided to you for informational purposes. Any differences in your system hardware, software or configuration may affect your actual performance.. Performance tests, such as SYSmark and MobileMark, are
measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that
product when combined with other products. For more complete information visit www.intel.com/benchmarks
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